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First of all, deep NLP is awesome !

• It achieves state-of-the-art performance in many NLP 
tasks, sometimes even beating human performance. 

• GLUE: a multi-task benchmark for NLU
• Sentiment, Text similarity, Textual inference, Coreference

..... 

2https://gluebenchmark.com/



First of all, deep NLP is awesome !

• Requires no feature engineering

Devlin et al. (2019): BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. NAACL. 3



First of all, deep NLP is awesome !

• Easy to do transfer learning
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DeepNLP is not perfect
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In this talk, I will discuss

• Infamous issues of advanced deep NLP models
• Bias, Reliability, Consistency 

• Techniques to mitigate these issues

• (Optional) Explanation methods to better understand 
the models
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WARNING: Some of the following examples are 
offensive in nature based on the model outputs.



DeepNLP can have bias

• Example: Gender bias in an abusive language dataset
• Bias caused by dataset imbalance: Frequently attacked 

identities are overrepresented in toxic comments

Dixon et al. (2018) Measuring and Mitigating Unintended Bias in Text Classification. AIES. 7
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The bias is then propagated to the trained model (CNN)
Example: Sentences Predicted toxic score

"i'm a proud tall person" 0.18
"i'm a proud lesbian person" 0.51
"i'm a proud gay person" 0.69



DeepNLP can be unreliable

• Reading Comprehension using Bi-Directional Attention 
Flow (BIDAF) network

9Jia and Liang (2017). Adversarial Examples for Evaluating Reading Comprehension Systems. EMNLP
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DeepNLP can be inconsistent

• Natural Language Entailment
• SA: John is on a train to Berlin.
• SB: John is traveling to Berlin.
• SC: John is having lunch in Berlin.

• Predictions by a decomposable attention model with ELMo
• SA Entails SB

• SB Contradicts SC

• SA Neutral SC

Li et al. (2019) A Logic-Driven Framework for Consistency of Neural Models. EMNLP-IJCNLP 11
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DeepNLP can be inconsistent

Ribeiro et al. (2019) Are Red Roses Red? Evaluating Consistency of Question-Answering Models. ACL 12



Why these issues exist (in DeepNLP) ...

• It’s very difficult to obtain training data which is
• Complete
• Unbiased 

• The models learn only from the labels without reasons

• The models do not know logic nor consistency
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(e.g., unbiased, 
logical, consistent, reasonable, etc.)
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To mitigate these issues,



Data Augmentation

• Gender swapping (to tackle gender bias)
• Identifying male entities and swapping them with equivalent 

female entities and vice-versa.
• E.g., for coreference resolution,

Zhao et al. (2018) Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods. NAACL 15

The physician hired the secretary because he was overwhelmed with clients

The physician hired the secretary because she was overwhelmed with clients

The physician hired the secretary because she was highly recommended

The physician hired the secretary because he was highly recommended



Data Augmentation

• From adversarial examples

Jia and Liang (2017). Adversarial Examples for Evaluating Reading Comprehension Systems. EMNLP 16

Prague



Using Human Rationales

• Rationales are parts of the input which directly 
contribute to the prediction.

Zhang et al. (2016) Rationale-augmented convolutional neural networks for text classification. EMNLP 17



Adding Loss Terms

• In textual inference, we know that if A contradicts B, 
then B also contradicts A

• Symmetry: 

• We create an additional loss term
•

• How about transitivity? 
• Using soft logic to convert it to numerical loss

Li et al. (2019) A Logic-Driven Framework for Consistency of Neural Models. EMNLP-IJCNLP 18



Adversarial Training

• Using the same representation of the input (Y), jointly 
predict

• The desired output (Z)
• The attribute you 

want to remove (D)

Zhang et al (2018). Mitigating Unwanted Biases with Adversarial Learning. AIES 19



Other techniques

• Using debiased word embeddings

• Constraining predictions
• restricted ratio of males to females predicted to be positive to 

prevent the model from amplifying bias through predictions

• Bias Fine-tuning
• train on another non-bias dataset first and then fine-tune 

the last layer on the biased dataset

Zhao et al. (2017) Men Also Like Shopping: Reducing Gender Bias Amplification Using Corpus-Level Constraints. EMNLP
Park et al. (2018) Reducing Gender Bias in Abusive Language Detection. EMNLP 20



Takeaways

• Deep NLP models trained using only labelled data are 
prone to be biased, unreliable, inconsistent, etc.

• Why?
• The training data is biased and incomplete.
• The model does not know the true reasons of the predictions.
• The model is not trained to know logic and consistency.

• How to mitigate these issues?
• Teach what the model should know or behave using 

augmented data, more information, or loss terms.
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