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Traditional Full-Finetune

Limitations
● Require a lot of label data
● Require high computational power (GPUs) / Larger LM

Prompt-Based Learning

Advantages
● No additional parameter

○ Less label data
○ Less computational power / Smaller LM

1. Introduction: Methods for Text Classification
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Input Text: A great movie!!! 

[CLS] A great movie!!! 

Pre-trained Model
(RoBERTa-base)

Fine-Tune

[CLS]
last hidden layer

Classifier
logistic regression

Fine-Tune

1: Positive
0: Negative

Input Text: A great movie!!! 

A great movie!!! It was [MASK]. 

Great: Positive
Terrible: Negative

Fine-Tune

Pre-trained Model
(RoBERTa-base)
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1. Introduction: Prompt-Based Learning for Text 

Classification 
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Prompt-Based Learning

Input Text: A great movie!!! 

A great movie!!! It was [MASK]

Great: Positive
Terrible: Negative

Template
Verbalizer

Different Templates Different Verbalizers 

Making Pre-trained Language Models Better Few-shot Learners (Gao et al., ACL-IJCNLP 2021)

Fine-Tune

Pre-trained Model
(RoBERTa-base)

https://aclanthology.org/2021.acl-long.295
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1. Motivation

Prompt-Based Learning

Input Text: A great movie!!! 

A great movie!!! It was [MASK]

Great: Positive
Terrible: Negative

Template
VerbalizerFine-Tune

Pre-trained Model
(RoBERTa-base)

Automatically selecting words from the language model for the verbalizer 
does not ensure relevance to the classes of interest.

For mid-to-low resource languages, language models may have received 
less comprehensive training data. This, combined with the previously 
mentioned issue, can negatively impact classification accuracy.
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2. Proposed Method: Label-Aware Automatic 

Verbalizer (LAAV)

An effective verbalizer by adding a class label and the conjunction “and”

This approach leverages class labels to prompt the model to generate more 
relevant words, which is crucial for mid-to-low resource languages.
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Explanation
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2. Proposed Method: Label-Aware Automatic 

Verbalizer (LAAV)
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3. Experiments: Datasets and Pre-trained Models
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• Randomly selected 1, 2, 4, or 8 samples per class for training and 

validation.

• Repeated the process 5 times with different seeds for robustness.

• Used the Adam optimizer [9] with a learning rate of 1e-5 and 

employed early stopping with a 100-epoch limit.

• Set the Number of Representative Tokens (k) to 32, as 

determined by the experiment on the right.
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3. Experiments: Implementation Details
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3. Baseline Details

● PET [10]: Manually selecting a token to represent each class.

● WARPV [11]: Representing each class with a trained continuous vector.

● PETAL [12]: Searching for the most suitable representative token.

● AMuLaP [13]: Searching for multiple suitable representative tokens 
using an unmodified template.

● NPPrompt [14]: Using a set of tokens with the highest embedding 
similarity to the manual label as representative tokens.

● LLM-ICL [15]: Unlike other baselines that involve fine-tuning, we 
augmented the prompt template with examples for each few-shot 
learning scenario, enabling in-context learning (ICL).
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Baseline Results:
• LLM-ICL: Promising in extreme few-shot 

settings but less effective with more examples.
• PET: The strongest baseline overall, 

leveraging label names as representative 
tokens.

Baselines vs. Proposed Method:
• LAAV: Consistently outperforms other 

baselines in almost all settings. When 
averaging all sample sizes across four 
datasets:
– Achieves a 5.7% absolute improvement 

in Macro F1 scores over PET.
– Achieves a 6.7% absolute improvement 

in Macro F1 scores over AMuLaP.
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4. Results
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Setup:
• Explore other potential conjunctions as we used "and" for LAAV templates.
• Utilize the AMuLaP template to identify the initial S(yi) for each class and apply 

the following template.

for all v∈S(yi) to each training example x labeled yi
• Predict tokens that effectively serve as conjunction between yi  to v.
• Used the predicted tokens, referred to as Automatic, instead of “and” in the LLAV 

template.
Results:

• "and" consistently yields the best results across datasets, validating our initial 
LAAV template design.
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4. Additional Analyses: Choices of conjunction
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• Our proposed method, LAAV, constructs a better verbalizer by 
exploiting class labels to collect more relevant words.

• Experiments show that LAAV outperforms other existing 
verbalizers in few-shot text classification across four languages, 
even surpassing LLM with in-context learning.

• Comprehensive analysis highlights "and" as an effective 
conjunction for retrieving high-discriminative words, enhancing 
text classification performance.

• Future plans include applying LAAV to multilingual LMs and 
multilabel classification.
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5. Conclusion
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