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Abstract Web Application
We introduce Explainable Scientific Research Assistant (ESRA), a literature discovery platform that
augments search results with relevant details and explanations. R  omite st ot — ESRA has three main features:
ESRA provides three main features: explanation (for why a paper is returned to the user), list of facts ol

/ NLP model is evaluated
by...

Knowledge graph

(that are relevant to the query), and graph visualization (drawing connections between the query and
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e “Explanation” explains how the query
and each returned paper are related.

e “Fact list” suggests top-related
keywords with their relationships to the

query supporting exploration of related
scientific concepts.

e “Graph visualization” provides a
subgraph illustrating related
knowledge around the query and the
returned papers.
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The experimental results with humans involved show that ESRA can accelerate the users’ search e
process with paper explanations and helps them better explore the landscape of the topics of interest
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We provide the ESRA web application at http://esra.cp.eng.chula.ac.th/ hetiessnets
Search Result of "BERT"

/BERT: Pre-training of Deep Bidirectional Transformers
for Language Understanding

Published 2018
Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova

° Date Range ¥ -Sort By V
IntrOd UCtlon 9,991citations
We introduce a new language representation model called BERT, which stands for Bidirectional Encoder

BERT: Pre-training of Deep Bidirectional Transformers for Representations from Transformers. Unlike recent language representation models, BERT is designed to pre-train
Lan gu a g e Un d erstan dlng deep bidirectional representations from unlabeled text by jointly conditioning on both left and right context in all
M M M . layers. As a result, the pre-trained BERT model can be fine-tuned with just one additional output layer to create
EX I St I n g I Ite rat U re S e a rC h p I atfo rm S . 2018 state-of-the-art models for a wide range of tasks, such as question answering and language inference, without
Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova substantial task-specific architecture modifications. BERT is conceptually simple and empirically powerful. It obtains h . h I h
9,991 citations new state-of-the-art results on eleven natural language processing tasks, including pushing the GLUE score to f
. M O S-t I re S e n-t O n I m e-t a d a-t a Of a e rS Explanation: New language representation model called BERT stands for Bidirectional 80.50/.0 (7.7% po.int absolute improvement)f MultiNLI ac.curacy to 86.7% (4.6% absolute improvement), SQuAI? vi.l T e S e e at u re S a I m to e p re S e a rC e rS
y p y p p Encoder Representations from Transformers. Unlike recent language representation question .answermg Test F1 to 93.2 (1.5 point absolute improvement) and SQUAD v2.0 Test F1 to 83.1 (5.1 point . . -t
. . . models, BERT is designed to pre-train deep bidirectional representations from unlabeled absolute improvement). u I C kI d | S C Over a n d u n d e rS a n d a
e Requires users to read the entire abstracts to understand the brief contents o by iy codtonngan bt an it oot nalers . — . y
er LINKS ° ° °
—— collection of literature they are looking for.
e Cannot suggest next search term because users need to reflect on the knowledge of the papers mpoF y J

themselves

It is time consuming to gradually expand their understanding of the field using existing platforms

Results and Evaluation Feature Comparisor

There are two important pipelines in ESRA which are uses for extracting a knowledge graph and Knowledge graph construction Table below compares prominent features of existing graph-based
searching. e We compare four models including ScilE ', DyGIE++ 2 SpERT !, and our model. literature platforms to our ESRA system.
e We later evaluate the models on three different tasks, including NER, RE, and CR. ot
. . . . atrorm
e Our model is the combination of two models — ScilE for the CR task and SpERT = i irosoft Sermantic
“We introduce Explainable Scientific Research 7 " : ORKG AceMap  ESRA (ours)
Abstract Aol A - s:.(ey:;:gn Query: “NLP Tools for the best performance on NER and RE tasks. . Academic Scholar
- Conclusion: Our model can retain the performance of SpERT on NER and RE tasks, Scientific KG X v X X v
it i TPNEMIE - : Metadata Graph
Extraction Eft':ggtelin Ezfr':;'t‘l’g‘n Cé’;;‘;?&f{(‘)‘;\e RePt?IiD:vral Match Phase Opégl’aon OR Operation while it slightly sacrifices the performance of ScilE on CR task. etadata Grap v v v i 4
Explanation X X X X v
ﬁ ﬁ ﬁ F1 Score (evaluated on SciERC) Fact List X X X X v
g O\O Eﬁgi(cz)tree?‘eergzggz, relations Model Named-Entity Relation Coreference Graph Visualization X X v v v
o oo “NLP Tools” “NLP” AND “Tools” “NLP” OR “Tools” Recognition (NER) Extraction (RE) Resolution (CR)
Cluster Conjunction R RPaﬁ.er Elasticsearch Score | Citation Count per Day Scile 64.20 39.30 48.20
Post- Merging Separation J anking DyGIE++ 67.50 48.40 : Conclusion
processing Abbreviation Meaningless | Local Conflict i Paper with exact-keyword match SPERT 70.33 50.84 _
Split E&R Removal Detection . , . : . .
\ Paper with all keywords SPERT+SCilE (Ours) 70.33 50.84 45.87 Our literature discovery platform, ESRA, uses a scientific knowledge
4] H ) . .
iﬁb Local Knowledge Graph Top Paper with some keywords graph to enhance user’s experience. Based on the human evaluation,
Explanation _ -
Generation / Related Keyword Retrieval G Query Human Evaluation ESRA car\ help users scregn through papers faster using the generated
Merging elol Cariiei Fact list Abstract Filtering T5 Model explanations and capture important facts about the query and the
Appending | Weighting Detection GenSighion o We recruited 32 participants from Computer Science and Engineering areas. papers using the fact list and the graph visualization. In the future, we
% e Three dimensions are focused—understandability, usefulness, and visual appeal. aim to expand the coverage of our knowledge graph by extracting
ii \ e The score ranges from 1 to 5—strongly disappointed, disappointed, neutral, facts from the full documents to enhance the quality of ESRA results.
Papers with Fact list/graph satisfled, and strongly satisfied, respectively.
Global Knowledge Graph explanations . o . . o
Conclusion: The average score from all participants on each dimension falls within the References
Knowledge Graph Construction Pipeline Paper Searching Pipeline range between 3.6 and 4.2, meaning that our system could reasonably satisfy users
e . e o with some room for further improvement. : N 1 antifi At " :
This pipeline is for extracting knowledge from the This pipeline is for retrieving ranked papers, P 1] YiLuan etal, “Multi-task identification of entities, relations, and
abstracts of papers to create a scientific knowledge  explanations, fact list, and graphs to show on the S ————— coreference for scientific knowledge graph construction”. EMNLP 2018
' ' Features ' “Enti i i i
graph. web application. Explanation Fact list Graph visualization [2] DaVJI[d lNaﬁdeg etal., 2019. Etnt:y’ rflelgll\;l)lr\]],LaPn?Jz\;\]eC; ez)gt:agctlon with
Understandability 425 3.69 3.94 contextualized span representations:. )
Usefulness 3.94 3.9 3.88 [3] Markus Eberts and Adrian Ulges. 2019. “Span-based joint entity and

Visual appeal 3.81 3.81 3.81 relation extraction with transformer pre-training”. ECAI 2020
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